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Adiabatic nuclear potential energy surfaces (PESs) defined via the Born–Oppenheimer (BO) approximation are a fundamental
concept underlying chemical reactivity theory. For a wide range of excited-state phenomena such as radiationless decay, energy
and charge transfer, and photochemical reactions, the BO approximation breaks down due to strong couplings between two or
more BO PESs. Non-adiabatic molecular dynamics (NAMD) is the method of choice to model these processes. We review
new developments in quantum-classical dynamics, analytical derivative methods, and time-dependent density functional theory
(TDDFT) which have lead to a dramatic expansion of the scope of ab initio NAMD simulations for molecular systems in
recent years. We focus on atom-centered Gaussian basis sets allowing highly efficient simulations for molecules and clusters,
especially in conjunction with hybrid density functionals. Using analytical derivative techniques, forces and derivative couplings
can be obtained with machine precision in a given basis set, which is crucial for accurate and stable dynamics. We illustrate
the performance of surface-hopping TDDFT for photochemical reactions of the lowest singlet excited states of cyclohexadiene,
several vitamin D derivatives, and a bicyclic cyclobutene. With few exceptions, the calculated quantum yields and excited state
lifetimes agree qualitatively with experiment. For systems with ∼ 50 atoms, the present TURBOMOLE implementation allows
NAMD simulations with 0.2-0.4 ns total simulation time using hybrid density functionals and polarized double zeta valence basis
sets on medium-size compute clusters. We close by discussing open problems and future directions.

1 Introduction

The molecular potential energy surface (PES) is a fundamen-
tal concept in chemical science1. The notion of a PES is
based on the Born-Oppenheimer (BO) approximation2 which
adiabatically separates the electronic and nuclear degrees of
freedom. While the BO approximation is generally accu-
rate for molecules in their electronic ground state, it breaks
down whenever two or more electronic states are strongly cou-
pled3. Many excited state processes such as radiationless de-
cay4, energy and charge transfer5, and most photochemical
reactions6 are non-adiabatic, i.e., they involve at least two or
more strongly coupled BO PESs. Understanding and control-
ling non-adiabatic processes is crucial, e.g., for the design of
highly efficient sensitizer dyes7 for photovoltaics or new ma-
terials for light-emitting diodes (LEDs)8 with minimal losses.

The most promising computational approach to fast non-
adiabatic processes is non-adiabatic molecular dynamics
(NAMD). NAMD simulations directly yield macroscopic ob-
servables such as quantum yields or fluorescence intensities.
They do not require prior knowledge of the mechanism, which
is a key advantage for larger systems with strong couplings
where the choice of a reaction coordinate may be difficult or
impossible.

a Department of Chemistry, University of California, Irvine, 1102 Natural
Sciences II, Irvine, California, 92697-2025, USA. Fax: +1 (949) 824-8571
∗ Tel: +1 (949) 824-5051; E-mail: filipp.furche@uci.edu

Until recently, realistic NAMD simulations for molecules
with more than a few atoms were prohibitively expensive.
After all, NAMD simulations require time-integration of the
time-dependent Schrödinger equation for nuclei and elec-
trons in some form. This has begun to change due to ma-
jor advances in three different areas: (i) Efficient approxi-
mate NAMD algorithms such as Tully’s fewest switches sur-
face hopping (FSSH)9 that do not require explicit propagation
of nuclear wavefunctions. (ii) Forces10–14 and non-adiabatic
couplings15–23 have become accessible by efficient analyt-
ical derivative methods, allowing on-the-fly NAMD simu-
lations24–30 without the need to compute and store entire
PESs. (iii) Excited state energies13 and non-adiabatic cou-
plings22 are available at comparatively low cost and reason-
able accuracy from time-dependent density functional the-
ory (TDDFT)31, even for systems with well over 100 atoms.
Within plane-wave basis sets, FSSH simulations based on den-
sity functional theory (DFT) methods were pioneered by sev-
eral groups: Doltsinis and Marx32 used the restricted open-
shell Kohn-Sham formalism33 and Craig et al.34 implemented
a TDDFT based scheme neglecting the exchange-correlation
potential35. The first linear response TDDFT NAMD imple-
mentation was developed by Tapavicza et al.27 and has been
shown to be exact within the Tamm-Dancoff approximation
(TDA)36.

In this perspective, we summarize how developments in the
above areas have led to new computational tools greatly ex-
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panding the scope of NAMD simulations. We focus on molec-
ular systems which are most efficiently treated using atom-
centered Gaussian basis sets. Perhaps the most important ad-
vantage of Gaussian basis set NAMD is that hybrid function-
als can be readily used, even for large systems, while they
are often prohibitively expensive with plane-wave implemen-
tations. Excited state PESs from hybrid TDDFT are consider-
ably more accurate than those from non-hybrid TDDFT37,38

and may be necessary for even qualitatively correct dynamics
in larger systems28,39,40. For example, non-hybrid functionals
lead to spurious charge transfer intruder states when applied
to excited state dynamics of provitamin D40.

Illustrative applications of NAMD presented here include
photochemical reactions of cyclohexadiene, vitamin D deriva-
tives, and previously unpublished results on a cyclobutene
derivative, 7,8-dimethylbicyclo[4.2.0]oct-1(6)ene. We close
with a discussion of open problems and future directions.
This paper reflects our personal perspective on NAMD; for
a more complete picture the reader is referred to existing re-
views41–45.

Gregory Bellchambers is a postdoctoral researcher in the group of
Professor Furche at the University of California, Irvine. He received
his PhD in Theoretical Chemistry from the University of Bristol in
2013. His current research is focused on the development of
time-dependent density functional theory methods for non-adiabatic
molecular dynamics.
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2 Mixed Quantum-Classical Dynamics

Non-adiabatic molecular dynamics is governed by the time-
dependent molecular Schrödinger equation for electrons and
nuclei. In mixed quantum-classical dynamics9, the elec-
tronic and nuclear degrees of freedom are separated –
electrons evolve according to the time-dependent electronic
Schrödinger equation while the nuclei are treated classically.
For each nuclear configuration, R, the time-dependent elec-
tronic Schrödinger equation determines the time-evolution of
the electronic wavefunction |Ψ(t|R)〉,

i
∂

∂ t
|Ψ(t|R)〉= Ĥel(t|R)|Ψ(t|R)〉. (1)

The time-dependent electronic Hamiltonian,

Ĥel(t|R) = T̂e +V̂ee +V̂en(R)+Vnn(R)+V̂ext(t), (2)

contains the operator of the kinetic energy of the electrons
T̂e, the electron-electron repulsion V̂ee, the electron-nucleus at-
traction V̂en(R), the nucleus-nucleus repulsion Vnn(R), and a
time-dependent external potential V̂ext(t), e.g., due to a laser
field. The nuclear degrees of freedom evolve according to
Newton’s classical equations of motion,

Fj(t) = m jR̈ j(t) (3)

where Fj(t), m j, and R̈ j(t) denote the force, mass, and accel-
eration, respectively, of the jth nuclear degree of freedom at
time t. In mixed quantum-classical dynamics there are two
main methods for computing the forces on the nuclei: (i) In
Ehrenfest dynamics46 the forces are computed from the gradi-
ent of the time-dependent electronic energy expectation value
〈E〉. This mean-field method leads to average forces from two
or more PESs in regions of weak coupling, which is unde-
sirable for simulating photochemistry9. (ii) In the next sec-
tion we consider the FSSH method wherein the forces are
computed as the gradient of single BO PESs, and the non-
adiabatic effects arise from the trajectory “hopping” between
the PESs in a stochastic manner. Once the forces Fj(t) have
been determined, Newton’s equations of motion, Eq. (3), may
be integrated “on the fly” using standard methods, such as the
Leapfrog–Verlet algorithm47.

3 Surface Hopping in a Basis of Born-
Oppenheimer States

In the absence of an external potential, V̂ext(t), the electronic
Hamiltonian reduces to the time-independent BO Hamiltonian
with eigenstates |Φn(R)〉, and their corresponding energies
En(R) are the PESs. The electronic wavefunction may be ex-
panded in this BO basis,

|Ψ(t|R)〉= ∑
n

cn(t|R)|Φn(R)〉. (4)

Insertion of |Ψ(t|R)〉, Eq. (4), into the time-dependent
Schrödinger equation, Eq. (1), yields a coupled matrix equa-
tion for the time-dependent amplitude vector c

iċ = (H− iQ+Vext)c (5)

where Hmn = Emnδmn are the BO energies, Vext,mn(t) is the
coupling due to an external time-dependent potential, and Qmn
is the first-order derivative coupling between BO states m and
n,

Qmn = 〈Φm|
∂

∂ t
Φn〉= Ṙ · τττmn. (6)

The first-order non-adiabatic derivative coupling matrix ele-
ments (NACMEs), τττmn(R), account for the finite kinetic en-
ergy of the nuclei:

τττmn(R) = 〈Φm(R)| ∂

∂R
|Φn(R)〉. (7)

At each time step along a trajectory, the instantaneous change
in the state populations |ċn|2 is computed. For a sufficiently
small time step ∆t, the transition probability between states m
and n is9

gmn =
2∆t
|cm|2

[
ℑ{c∗n(Hnm +Vext,nm)cm}−ℜ{c∗nṘ · τττnmcm}

]
.

(8)
A random number, ζ ∈ [0,1], is generated and a hop from state
m to n (m 6= n) occurs if and only if ζ satisfies

∑
k<n

gmk < ζ < ∑
k≤n

gmk. (9)

If a switch is accepted, the velocities of the nuclei are scaled
to conserve the total energy – this scaling is chosen to oc-
cur along the non-adiabatic coupling vector τττmn(R).48–51 Be-
tween hops, the individual trajectories evolve on single BO
PESs, according to Newton’s equations of motion, Eq. (3).
Thus, for a trajectory located on BO state m, the nuclei expe-
rience forces Fj given by

Fj =−
∂Em(R)

∂R j
. (10)

The FSSH algorithm preserves several desirable features of
quantum-classical dynamics9,52: If Eq. (5) is integrated con-
tinuously, quantum coherence effects in the electronic wave-
function are retained; the fewest switches approach ensures
trajectory splitting in regions of strong coupling; within re-
gions of avoided crossings, the method reproduces accurate
state populations, given a sufficiently large number of trajecto-
ries; total energy conservation is exactly and detailed balance

4 | 1–15
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is approximately satisfied53. More rigorous methods which
treat the nuclei quantum-mechanically – such as the multiple
spawning method54 – offer higher accuracy than the FSSH
method, but the computational cost is significantly greater be-
cause explicit propagation of the nuclear wavefunctions is nec-
essary.

4 Time-Dependent Density Functional Theory

In TDDFT31,55, the exponentially complex many electron
problem is mapped onto a system of non-interacting elec-
trons subject to the constraint that the time-dependent elec-
tron spin-density, ρσ (t,r), equals the exact time-dependent
spin-density for a given initial state. The non-interacting refer-
ence state is a spin unrestricted Slater determinant, ΦKS, of the
time-dependent Kohn-Sham (TDKS) spin orbitals {|ψ jσ (t)〉},
where σ = {α,β} is a spin index. The total electron density
is the sum of up and down spin-densities:

ρ(t,r) = ρα(t,r)+ρβ (t,r); (11)

ρσ (t,r) =

N ∑
σ2...σN

∫
d3r2 . . .

∫
d3rN

∣∣ΦKS(t,r,σ ,r2,σ2, . . . ,rN ,σN)
∣∣2 ,
(12)

where N is the number of electrons. The {|ψ jσ (t)〉} evolve in
time according to the TDKS equations,

i
∂

∂ t

∣∣ψ jσ (t)
〉
= ĥKS

σ

∣∣ψ jσ (t)
〉
, (13)

where the TDKS one-particle Hamiltonian,

ĥKS
σ (t) = t̂ + v̂en + v̂H[ρ](t)+ v̂XC

σ [ρα ,ρβ ](t)+ cxv̂X
nl[γσ (t)],

(14)

is the sum of the one-electron operators of the kinetic energy,
t̂, the electron-nucleus potential v̂en, the Hartree potential,

v̂H[ρ](t,r) =
∫

d3r′
ρ(t,r′)
|r− r′|

, (15)

the exchange-correlation (XC) potential v̂XC
σ and the nonlocal

Fock exchange potential v̂X
nl with the hybrid mixing coefficient

cx
56. Within the so-called adiabatic approximation (AA) of

TDDFT57, v̂XC
σ takes the form of the static XC potential eval-

uated at the time-dependent density:

v̂XC
σ [ρα ,ρβ ](t,r) =

δEXC[ρα ,ρβ ]

δρσ (r)

∣∣∣∣
ρα/β (r)=ρα/β (t,r)

. (16)

A number of approximations to the static XC energy func-
tional EXC is available58,59. The nonlocal Fock exchange po-
tential is given by

v̂X
nl[γσ ] =−

γσ (t,r,r′)
|r− r′|

, (17)

where γσ is the TDKS density matrix,

γσ (t,r,r′) = ∑
j

ψ
∗
jσ (t,r)ψ jσ (t,r′). (18)

4.1 Linear Response TDDFT

Applying a monochromatic time-dependent perturbation to a
molecular system will induce forced oscillations in the elec-
tron density. Whenever the frequency, ω , equals an elec-
tronic excitation energy, Ωn, the amplitude of the oscillation
diverges, allowing the calculation of excited-state PESs by
response theory60. Since propagation of Eqs. (5) requires
the energies and couplings of several BO states at the same
time, linear response TDDFT is the method of choice for
NAMD; state-specific iterative methods61–65 require separate
self-consistent treatments for each state.

The transition density matrix, γn, between the ground and
the nth excited state may be expanded in the basis of un-
perturbed, real ground-state (GS) KS molecular spin orbitals
(MOs) φpσ (r):

γnσ (r,r′) = ∑
ia

(
Xniaσ φaσ (r)φiσ (r′)+Yniaσ φiσ (r)φaσ (r′)

)
.

(19)

Indices i, j, . . . are used to denote occupied, a,b, . . . virtual and
p,q, . . . general KS MOs. The transition vectors Xn,Yn are
obtained, together with the excitation energies Ωn, by solution
of the TDKS eigenvalue problem66–69,[(

A B
B A

)
−Ωn

(
1 0
0 −1

)](
Xn
Yn

)
= 0, (20)

under the symplectic normalization constraint,

XT
n Xn−YT

n Yn = 1. (21)

Just as the TDKS density matrix yields the interacting den-
sity, the vectors Xn,Yn yield interacting transition densities
and Ωn are interacting excited state energies. The electric and
magnetic orbital rotation Hessians are

(A+B)iaσ jbσ ′ =(εaσ − εiσ )δi jδabδσσ ′ +2(iaσ | jbσ
′)

+2 f XC
iaσ jbσ ′

− cxδσσ ′ [( jaσ |ibσ)+(abσ |i jσ)],

(A−B)iaσ jbσ ′ =(εaσ − εiσ )δi jδabδσσ ′

+ cxδσσ ′ [( jaσ |ibσ)− (abσ |i jσ)],

(22)

where εpσ is a GS KS orbital energy eigenvalue, (iaσ | jbσ ′)
is a two-electron repulsion integral in Mulliken notation, and
f XC
iaσ jbσ ′ is a matrix element of the exchange-correlation ker-

nel. Within the AA, f XC is given by the second functional
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derivative of the static EXC evaluated at the unperturbed, GS
density ρGS

σ :

f XC
σσ ′(r,r

′) =
δ 2EXC[ρα ,ρβ ]

δρσ (r)δρσ ′(r′)

∣∣∣∣
ρα/β=ρGS

α/β

. (23)

Introduction of a basis set allows approximate solution of
Eqs. (20) and (21) by linear algebra methods. For finite molec-
ular systems, the GS KS MOs, φpσ , are generally expanded in
a basis of atom-centered Gaussian functions, χµ :

φpσ (r) = ∑
µ

Cµ pσ χµ(r), (24)

where Cµ pσ are the MO coefficients provided by a GS DFT
calculation.

The cost of complete diagonalization of the super matrix in
Eq. (20) scales with system size N as O(N6) and is prohibitive
for systems with more than 10 heavy atoms70. However, only
the lowest excited states are generally of interest and thus it-
erative subspace methods may be used67,68,71–73, for which
the rate-determining step is the computation of matrix-vector
products (

U
V

)
=

(
A B
B A

)(
X
Y

)
. (25)

This is most efficiently performed as

(U±V) = (A±B)(X±Y) (26)

due to the symmetry of (A±B) and (X±Y) in the atomic
orbital (AO) basis70,74,75. In integral-direct algorithms, evalu-
ation of the two-electron contribution to Eq. (26) is analogous
to a GS KS matrix construction73. Highly efficient integral
prescreening techniques developed for GS calculations can be
applied to excited states with a computational cost that scales
asymptotically as O(N2). The XC contribution closely resem-
bles an XC potential matrix construction in GS DFT and the
efficient quadrature schemes developed for DFT76,77 can be
used to compute this part at O(N) cost. Resolution of the
identity (RI) approximations developed for the GS Coulomb
problem78–84 have also been applied to TDDFT85,86 and pro-
vide an order of magnitude speedup for larger systems with
pure density functionals (cx = 0). Use of RI methods for hy-
brid functionals87 is more challenging and has so far lead to
modest speedups in the range of 2− 4. Pseudospectral meth-
ods have also been used to accelerate hybrid calculations by
up to an order of magnitude88.

4.2 Excited-State Energy Gradients in TDDFT

Excited state properties are defined as the derivatives of the
excited state energies with respect to an external perturbation,

ξ . Of particular relevance here are excited state energy gradi-
ents, for which ξ represents a nuclear coordinate. Solution of
Eqs. (20) and (21) is equivalent to finding the stationary points
of the functional13,69

G[X,Y,Ω] =

(
X
Y

)T (A B
B A

)(
X
Y

)
−Ω

[(
X
Y

)T (1 0
0 −1

)(
X
Y

)
−1

]
. (27)

According to the variational principle, derivatives of the tran-
sition vectors do not contribute to first-order properties. How-
ever, the Ωn depend implicitly on the MO coefficients through
the KS eigenvalues, the two-electron integrals and the XC ker-
nel that appear in the definition of A and B, Eq. (22). Straight-
forward differentiation of Eq. (27) thus leads to derivatives of
the MO coefficients, Cξ , with respect to all nuclear degrees of
freedom, each requiring the solution of a coupled-perturbed
KS (CPKS) equation. With considerable effort, the associated
equations may be rearranged and the Cξ eliminated89,90 by
application of the Z vector method91,92, for which only one
CPKS equation must be solved. Alternatively, the coefficient
derivatives can be avoided completely by instead optimizing
the Lagrangian13

L[X,Y,Ω,C,Z,W] =G[X,Y,Ω]+∑
iaσ

Ziaσ Fiaσ

− ∑
pqσ ,p≤q

Wpqσ (Spqσ −δpqσ ), (28)

where F is the GS KS matrix and S is the overlap matrix. The
additional Lagrange multipliers, Z and W, constrain the MOs
to satisfy the KS equations and to be orthonormal, respec-
tively, for all values of the external perturbation. The implicit
dependence on C present in G therefore drops out of L and no
derivatives of C are required for the gradient.

Once X, Y, Ω, C, Z and W have been evaluated, derivatives
of the excitation energy follow as

Ω
ξ = Lξ [X,Y,Ω,C,Z,W]

= G(ξ )[X,Y,Ω]+∑
iaσ

Ziaσ F(ξ )
iaσ
− ∑

pqσ ,p≤q
Wpqσ S(ξ )pqσ . (29)

Superscript ξ denotes the total derivative with respect to the
perturbation, while (ξ ) indicates partial differentiation with C
held constant. By solving a single CPKS equation for Z,

(A+B)Z =−R, (30)

one- and two-particle relaxed difference density matrices, P
and ΓΓΓ, and the energy-weighted relaxed difference density ma-
trix W can be built and the gradient computed in the AO basis
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as

Ω
ξ = ∑

µνσ

{
hξ

µν Pµνσ −Sξ

µνWµνσ + vXC(ξ )
µνσ Pµνσ

}
+ ∑

µνκλσσ ′
(µν |κλ )ξ

Γµνσκλσ ′

+ ∑
µνκλσσ ′

f XC(ξ )
µνσκλσ ′(X +Y )µνσ (X +Y )κλσ ′ . (31)

h is the one-electron core Hamiltonian matrix and vXC is the
exchange-correlation potential matrix. Greek indices are used
to denote quantities in the AO basis. The matrix R involves
third-order functional derivatives and excitation vectors. Ex-
plicit expressions for R, P, W and ΓΓΓ are given in Ref. 13.

The first term on the right hand side of Eq. (31) includes a
Hellmann-Feynman contribution93,

Ω
ξ HFA = ∑

µνσ

〈µ|ĥξ |ν〉Pµνσ . (32)

The remaining terms, the so-called Pulay forces94, correct
for the dependence of the basis functions on the nuclear co-
ordinates. The Pulay forces vanish in the complete basis
set limit, but are essential for accurate analytical gradients
in finite atom-centered basis sets94. For plane-wave14,95 and
some real-space96 implementations of TDDFT, the Hellmann-
Feynman theorem applies and Pulay forces do not arise.
Eq. (31) has a similar form to the GS gradient expression and,
due to the sparsity of the operator derivatives, may be evalu-
ated for all nuclear coordinates at roughly the cost of a single-
point GS calculation, i.e. the effective scaling is O(N2).

Analytical TDDFT gradients following the Lagrangian ap-
proach described above have been implemented in several
quantum chemistry codes, including CADPAC 89,90, TURBO-
MOLE 85, GAUSSIAN 97, Q-Chem98, ADF 99, GAMESS 100,101

and ORCA 86. The formalism has been extended to incor-
porate resolution of the identity approximations85,86, range-
separated exchange-correlation functionals100–102, and solva-
tion models97,102.

4.3 Non-adiabatic Couplings from TDDFT

Since interacting wavefunctions are never computed in
TDDFT, calculation of the first-order NACMEs, Eq. (7), is not
straightforward. However, as first shown by Pauli103, the first-
order NACMEs can be expressed in a Hellmann-Feynman-like
form:

τ
ξ

0n =
1

Ωn

〈
Φ0

∣∣∣V̂ ξ
en

∣∣∣Φn

〉
=

1
Ωn

∑
σ

∫
d3r ρ0nσ (r)v̂

ξ
en(r), (33)

for exact BO eigenstates |Φ0〉, |Φn〉. τ
ξ

0n is the ξ -component
of the vector τττ0n(R). Chernyak and Mukamel15 pointed out
that, since the interacting excitation energies Ωn and transition
densities ρ0n may be extracted from TDDFT response theory,
Eq. (33) establishes a route to TDDFT first-order NACMEs.

As with the excited-state energy gradients, Eq. (33) does
not hold for incomplete AO basis sets and Pulay corrections
are needed104. Pulay terms are essential in calculating energy
gradients that are exact derivatives of the approximate energy.
Similarly, all Pulay terms must be accounted for in order to ob-
tain τ

ξ

0n that are the exact derivative couplings of the approx-
imate BO states. Incorrect couplings introduce uncontrolled
errors in the integration of the TDKS equations, leading to un-
physical dynamics. Furthermore, the basis set convergence of
the couplings computed from Eq. (33) is extremely slow, mak-
ing it prohibitive for large-scale NAMD simulations22. Pulay
corrections are not needed for plane-wave basis sets16,19,105.

An expression that correctly generalizes Eq. (33) to finite
atom-centered basis sets may be derived from time-dependent
response theory by considering the time-evolution of the
purely imaginary matrix element

Cξ

λ
(t) = 〈Ψλ (t)|Ψ

ξ

λ
(t)〉 (34)

under the influence of a periodic perturbation with dimension-
less couping strength λ 22. Analysis of residues of the first-
order frequency-dependent response of the interacting and KS
Cξ

λ
yields

τ
ξ

0n =−∑
iaσ

(X−Y)niaσ 〈φaσ |φ
ξ

iσ 〉. (35)

The MO coupling elements 〈φaσ |φ
ξ

iσ 〉 lead to expressions in-
volving the nuclear derivatives of MO coefficients, Cξ . As in
the analytical gradient theory, the Cξ are eliminated through
the use of effective density matrices, which in this case are
computed directly from the transition vectors; solution of the
Z-vector equation is not required. The effective densities are
analogs of the one-particle density matrix,

P̃niaσ =
1

Ωn
(X+Y)niaσ , (36)

the energy-weighted one-particle density matrix,

W̃naiσ = εiσ P̃niaσ +
1
2
(X−Y)niaσ , (37)

W̃ni jσ =
1

1+δi j
H+

i jσ [P̃n], (38)

and the two-particle density matrix, defined in the AO basis as

Γn µνσκλσ ′ =
1
2 (2 P̃n µνσ Dκλσ ′

− cxδσσ ′ [Pn µλσ Dκνσ +Pnνλσ Dκµσ ]). (39)
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D is the GS KS density matrix and H+[V] is

H+
i jσ [V] = ∑

pqσ ′

(
2(i jσ |pqσ

′)+2 f XC
i jσ pqσ ′

− cxδσσ ′ [(iqσ |p jσ)+(ipσ | jqσ)]
)
Vpqσ ′ , (40)

for a general matrix V. The final expression for the NACMEs
in the AO basis is

τ
ξ

0n = ∑
µνσ

{
hξ

µν P̃n µνσ −Sξ

µνW̃n µνσ + vXC(ξ )
µνσ P̃n µνσ

}
+ ∑

µνσκλσ ′
(µν |κλ )ξ

Γ̃n µνσκλσ ′

− 1
2 ∑

µνσ

T ξ

µν(X−Y )n µνσ , (41)

which differs to Eq. (31) only in the effective densities and in
the last term, where

T ξ

µν = 〈χξ

µ |χν〉−〈χµ |χξ

ν 〉. (42)

Eq. (42) introduces translational variance to the couplings,
which may be corrected through inclusion of electron-
translation factors in the BO states23.

In the limit of a complete basis set, only the term

τ
ξ HFA
0n = ∑

µνσ

〈χµ |v̂ξ
ne|χν〉P̃n µνσ (43)

remains, which is the basis-set expansion of the exact cou-
pling, Eq. (33). The additional Pulay terms in Eq. (41) ac-
count for the dependence of the atom-centered basis on the
nuclear coordinates, and the resulting couplings exhibit rapid
and smooth basis set convergence22.

An earlier implementation of NACMEs for atom-centered
basis sets by Hu and coworkers106 recovers some of the Pu-
lay terms in Eq. (41), but neglects effects due to MO coeffi-
cient derivatives22. Several groups have proposed to directly
compute the derivative coupling Q (Eq. (6)) by finite differ-
ences using auxiliary ground- and excited-state approximate
wavefunctions27,32,34,107. This approximate method requires
smaller time-steps for accurate couplings and is far less ef-
ficient than the analytical method described above. In addi-
tion, since the NACMEs are not known, the nuclear velocities
must be re-scaled isotropically after a hop, making the dy-
namics less accurate. For the same reason, decoherence cor-
rections108–112 are difficult to implement in this scheme.

If the couplings and excited state gradients are computed
simultaneously, the derivative integrals need to be computed
only once and evaluation of NACMEs for all ξ only requires
an additional 10% of CPU time. NACMEs obtained from
TDDFT with hybrid exchange-correlation functionals typi-
cally agree with full configuration interaction results to within
10-20% if the KS reference is stable22.

5 TDDFT implementation of the fewest
switches surface hopping using localized
basis sets

In the following we describe the TDDFT version of FSSH
(TDDFT-FSSH) as implemented in TURBOMOLE 113, which
is based on the Gaussian basis set implementations of DFT114

and TDDFT13. Using the FROG 47 module, the nuclear de-
grees of freedom of a large number of independent trajecto-
ries are propagated classically using the velocity Verlet algo-
rithm47,115, where R̈(t) is computed from either the ground
state nuclear forces, if the trajectory is in the ground state,
or from the excited state forces if the trajectory is in an ex-
cited state. Both ground and excited state forces are computed
analytically using the GRAD and the EGRAD modules, respec-
tively. For details of the implementations of the ground state
forces see Ref. 114, and for the excited state gradients see sec-
tion 4.2. At each time step of the classical propagation, Carte-
sian NAC vectors (NACVs) τττ0k between the excited state k
and the ground state are computed using the implementation
of Send and Furche22 (section 4.3). The present implemen-
tation does not include couplings between excited states and
thus is restricted to dynamics in the ground and first-excited
states.

Together with the adiabatic state energies E0, Ek, k =
1,2,3, · · ·N we are now able to integrate the equations of
motion for the state amplitudes c, Eqs. (5), of the Born-
Oppenheimer expansion, Eq. (4). The integration is carried
out using a unitary propagator116 U(t,∆t)

c(t +∆)≈ U(t,∆t)c(t) (44)

U(t,∆t)c(t) = exp(
B(t)−B(∆t)

2
∆t) (45)

Bkl = exp(γkl)Ṙ · τττ lk (46)

γkl =
∫ t

0
(Ek−El)dt ′. (47)

Since the BO propagation of the nuclei has no memory
of the time evolution of the wavefunction, the phase of the
Kohn-Sham orbitals is subject to sudden inversions. A sud-
den change in the sign of the orbitals leads to an inversion
of the NACV directions, resulting in discontinuous evolution
of the expansion coefficients. To avoid this artifact, smooth
evolution of the orbitals is enforced by projecting the cur-
rent orbitals φi(t) on to the orbitals of the previous time step
φi(t −∆t). If 〈φi(t)|φi(t −∆t)〉 < 0, the phase of the current
orbital φi(t) is inverted.

After the propagation of c, the transition probability is eval-
uated using Eq. (8). Comparison of the probability with a ran-
dom number decides whether a switch to another adiabatic
state is accepted or rejected.
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To contain convergence difficulties that arise close to in-
tersections with the ground state, we use the Tamm-Dancoff
approximation (TDA) to TDDFT117, which has been shown
to exhibit smaller instability regions on the potential energy
surfaces. If a trajectory reaches a singlet instability, which
corresponds to a negative excitation energy in TDDFT/TDA,
a switch to the ground state is enforced. In order to con-
serve the total energy after a surface hop, the nuclear veloc-
ities are rescaled along the NACV9. Previous approaches
based on finite differences27,107 are limited to isotropic veloc-
ity rescaling. An ensemble of classical trajectories thus gener-
ated should reflect the different reaction branches and products
that arise from the splitting of a nuclear wave packet. In ad-
dition, a macroscopic ensemble can be simulated by choosing
different initial conditions.

Important advantages of the present approach over plane-
wave implementations include: i) the use of atom centered
basis functions instead of plane waves, ii) all electron calcu-
lations instead of pseudopotentials, iii) analytical computation
of the NACMEs instead of a finite difference scheme, and iv)
a unitary propagation of Eqs. (5) instead of the non-unitary
Runge-Kutta integration, which does not conserve the norm
of c.

6 Applications

The linear response TDDFT-FSSH method has been applied to
study a variety photochemical reactions20,21,27,40,118–120. The
method has been extended to include a classical chemical en-
vironment (QM/MM)121,122 and to include time-dependent
external fields123–125.

In the following we illustrate how TDDFT-FSSH may be
used to obtain information about the dynamics of photo-
chemical reactions and how experimental observables can be
computed. In particular, we review the dynamics of photo-
excited cyclohexadiene, provitamin D (Pro), and previtamin D
(Pre)40, and present a study of the 2+2 ring-opening of a cy-
clobutene derivative. All non-adiabatic simulations reported
here were carried out using the localized basis set implemen-
tation described in section 5.

6.1 Computational Details

Unless otherwise stated, the PBE0 exchange correlation func-
tional126, a hybrid functional with mixing parameter cx =
0.25, was used in all DFT and TDDFT (TDPBE0) calcula-
tions. The SVP127 basis set was employed throughout. For all
molecules studied, this basis leads to a systematic blue shift of
≈ 0.2 eV in the excitation energies of the lowest two excited
states relative to aug-cc-pVTZ128,129 calculations. A total of
two excited states were computed at each time step, but only

coupling between the ground and first excited states was con-
sidered in the surface hopping algorithm.

The initial structures of the FSSH trajectories were taken
from Boltzmann ensembles at 300 K generated using ground
state BO molecular dynamics (BOMD). The Nosé-Hoover
thermostat with a characteristic frequency of 500 a.u. was ap-
plied. Ground state MD simulations employed a time step of
50 a.u. (≈ 1 fs) for the propagation of the nuclear positions.
For Pre, starting structures were generated using replica ex-
change MD130. For each molecule, 50-200 starting geome-
tries and velocities were chosen as starting structures for the
TDDFT-FSSH simulations. The molecules were prepared in
the first excited state and the nuclear positions were propa-
gated conserving the total energy of the system (NVE). Ex-
cited state simulations employed a time step of 40-50 au.
FSSH trajectories were propagated for 2-5 ps. For more de-
tails on the calculations of CHD and vitamin D derivatives see
Ref. 40.

For comparison, excitation energies were calculated via
linear-response second-order approximate coupled cluster sin-
gles and doubles methods (CC2)131. CC2 calculations em-
ployed the aug-cc-pVTZ128,129 basis set and the frozen core
approximation.

6.2 Photochemistry of cyclohexadiene

The photoinduced ring-opening of cyclohexadiene (CHD)
serves as a prototype reaction to gain basic understanding of
the dynamics of the (bio)-synthesis of vitamin D132 and the
mechanism of molecular photo switches133,134. Experimen-
tally, the excited state has been found to decay with three dif-
ferent time constants135,136, τ1 = 21 fs, τ2 = 35 fs, τ3 = 80
fs. The first two experimental constants have been proposed
to arise from transitions from the spectroscopic state (B sym-
metry in the C2 point group) to a dark state (A symmetry),
and the third constant has been proposed to arise from the
transition from the dark state to the ground state135,136. This
model is supported by static electronic structure calculations
and minimum energy pathway calculations137,138. However,
knowledge of the potential energy surface does not directly
provide information about reaction rates. TDDFT-FSSH sim-
ulations of CHD40 exhibit a biexponential decay, with a fast
and slow component (τ1 = 40 fs, τ2 = 80 fs). The TDDFT-
FSSH simulations suggest that two parallel reaction channels
are responsible for the different decay constants rather than se-
quential events. We find that the fast decay component arises
from the fraction of molecules that react to form hexatriene
through the ring-opening (reactive channel) whereas the slow
component arises from a fraction of the molecules that decay
without bond breaking (unreactive channel). This informa-
tion is directly available from our simulations but can only be
obtained indirectly from experiments.
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Fig. 1 Low temperature (10 K) MD simulation of cyclohexadiene in
the first excited state using nuclear forces obtained from TDPBE0.
Upper panel: potential energy curves along the ring-opening
coordinate. Lower panel: Time evolution of the the oscillator
strengths for S0−S1 and S0−S2 transition. Solid lines: TDPBE0,
dashed lines: CC2; Black: S0, green: S1, red: S2.

NAMD simulations generally break all spatial symmetry
and are carried out without symmetry constraints. Thus the
transition from the spectroscopic B state to the dark A state
predicted by CASSCF minimum energy calculations in C2
symmetry shows up as a continuous change of the S1−S0 os-
cillator strengths along the reaction path (Fig. 1).

6.3 Photochemistry of provitamin D

The computational efficiency of TDDFT-FSSH has extended
the scope of simulations beyond small model systems, such as
CHD, to direct simulations of the photochemical ring-opening
of Pro, the first step in vitamin D photosynthesis40 (Fig. 2).
Similar to CHD, TDDFT-FSSH simulations of Pro exhibit fast
and slow components of excited-state decay, due to reactive
and unreactive fractions of the molecules. In the case of Pro,
the interpretation of having two parallel decay channels has
also been proposed on the basis of experimental findings141.
The origin of the parallel channels can not yet be determined
from experiments. The theory of reactive and unreactive re-
action channels with fast and slow excited state decay rates,
respectively, still needs to be confirmed experimentally.

The decay of the excited state population can only be mea-
sured indirectly by experiment, for instance by probing ab-
sorption or emission of the excited state. In the FSSH simu-
lations, the excited state populations are directly available and
allow the computation of experimental observables for com-
parison. For example, the time evolution of the S1-S0 oscil-
lator strengths averaged over all trajectories enables calcula-
tion of the time-dependent fluorescence of excited Pro (Fig.
3). Similarly, the fluorescence-excitation spectrum (Fig. 4)
can be obtained by plotting the time average of the oscillator
strengths as a function of the emission frequency. Compared

Fig. 2 (Photo)chemical reactions involved in the formation of
vitamin D according to Ref.139. Quantum yields, measured in ether
at 5◦ C at an excitation wavelength of 253.7 nm140, are given on the
arrows for some reactions.

to the absorption spectrum of Pro (blue in Fig. 4), the emis-
sion spectrum (red in Fig. 4) is red shifted. Furthermore, a
large decrease in intensity is observed, in agreement with ex-
perimental results141.

Fig. 3 Time evolution of the oscillator strengths averaged over 139
trajectories of the photoexcited Pro (black). The signal is
proportional to the time-dependent fluorescence. In green, the
evolution of the S1 population is shown.

6.4 Photochemistry of previtamin D

Another illustration of the usefulness of TDDFT-FSSH sim-
ulations for testing an experimental hypothesis is the wave-
length dependent photochemistry of previtamin D (Pre) (Fig.
2): Excitation on the red end of the UV spectrum predomi-

10 | 1–15

Page 10 of 16Physical Chemistry Chemical Physics

P
h

ys
ic

al
 C

h
em

is
tr

y 
C

h
em

ic
al

 P
h

ys
ic

s 
A

cc
ep

te
d

 M
an

u
sc

ri
p

t

Pu
bl

is
he

d 
on

 2
3 

A
ug

us
t 2

01
3.

 D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

N
ew

ca
st

le
 o

n 
23

/0
8/

20
13

 1
2:

45
:0

3.
 

View Article Online
DOI: 10.1039/C3CP51514A

http://dx.doi.org/10.1039/c3cp51514a


Fig. 4 Absorption (blue) and emission (red) spectra calculated from
139 TDDFT-FSSH trajectories of Pro. For every individual
spectrum a Gaussian broadening with a standard deviation of 0.05
eV was applied. The absorption spectrum was obtained by
averaging all the spectra of the first time step of the TDDFT-FSSH
simulations. The emission spectrum was averaged over the excited
state simulation time and over all 139 trajectories.

nantly leads to ring-closure, forming Pro or its stereoisomer
Lumisterol (Lumi). Excitation on the blue side, in contrast,
predominantly leads to the cis-trans isomerization of the cen-
tral double bond, forming Tachysterol (Tachy). A number
of different photoreaction products classified as Toxisterols
(Toxi) have also been identified after exposure to UV light on
the blue side of the spectrum.

A conformational control mechanism142 has been sug-
gested as the reason behind this wavelength dependency. To
test this hypothesis and to understand the details of the photo-
chemical equilibrium on an atomic level TDDFT-FSSH sim-
ulations were performed using different conformers of Pre as
initial structures. To sample the Pre conformers with a room-
temperature statistical distribution we carried out ab initio
replica exchange molecular dynamics. The absorption spec-
trum of Pre was computed as average over single spectra of
this ensemble. As in the experiments141,143, the calculated
spectrum of Pre appears with less structure and blue shifted
compared to the spectrum of Pro (Fig. 5). More information
on the different absorption bands can be obtained by plotting
the excitation wavelength as a function of the dihedral angles
of each conformer (Figs. 6 and 7). This reveals a characteris-
tic dependence of the excitation wavelengths on the dihedral
angle conformation of the molecule.

In a second step, the influence of the dihedral angle confor-
mation of the initial structure on the formation of certain reac-
tion products was investigated. For this purpose we computed
TDDFT-FSSH trajectories for 200 initial structures randomly
chosen from the ground-state ensemble. The simulations show
that photoexcitation of the cZc conformers from the cen-
tral regions in Fig. 7 (φ1 = [0,90 ◦],φ2 = [0,90 ◦] and φ1 =
[0,−90 ◦],φ2 = [−90 ◦,0]) predominantly lead to ring-closure

Fig. 5 Experimental (dashed) and theoretical (solid) absorption
spectra of Pro (red) and Pre (black). In the case of Pro, excitation
energies were averaged over an ensemble of structures obtained
from ground state BOMD. For Pre, excitation energies were
averaged of an ensemble of structures obtained from REMD.
Gaussian broadening with a standard deviation of 0.05eV was
applied to each individual spectra. Experimental spectra of Pro and
Pre was recorded, in ethanol143 and methanol, respectively141.
Calculated intensities were scaled by a factor of 2.58 to match
intensity of the maximal absorption band of the experimental
spectrum of Pre.

Fig. 6 Rotational isomerization between the two major conformers
of previtamin D, cZc and tZc. φ1 and φ2 refer to the dihedral angles
defined by C(10)-C(5)-C(6)-C(7) and C(6)-C(7)-C(8)-C(9),
respectively. For numbering of the atoms see Fig. 2.

products Lumi and Pro. This may be rationalized by the vicin-
ity of carbons C(9) and C(10) in the cZc conformation (struc-
tures a in Figs. 8 and 9), facilitating ring-closure. On average
these conformers exhibit lower excitation energies, explaining
why low excitation energies lead to ring-closure. Moreover,
we see that the stereochemistry of the initial structure deter-
mines whether Lumi or Pro is formed: Only molecules in the
upper central region (φ1 = [0,90 ◦],φ2 = [0,90 ◦]; example tra-
jectory in Fig. 8) form Lumi (c in Fig. 8), while the molecules
in the lower central part (φ1 = [0,−90 ◦],φ2 = [−90 ◦,0]; tra-
jectory in Fig. 9) form Pro (c in Fig. 9). Molecules with high
excitation energies in the upper right region of Fig. 7 lead to
double bond isomerization, forming Tachy. Surface hops may
occur at different regions on the PES: In the trajectory shown
in Fig. 8, the hop is mediated by vibronic coupling, far away
from a conical intersection or an avoided crossing. In contrast,
in Fig. 9, the surface hop occurs at a conical intersection, i.e.
a singlet instability region with negative TDA excitation ener-
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Fig. 7 Relationship between torsional angles φ1 and φ2 of Pre
(defined in Fig. 6) and excitation energy and photo product. The
color code indicates the excitation energy in eV. Relaxation without
photoreaction is indicated by a black dot. Trajectories leading to
ring-closure are indicated by squares (Pro formation) or by circles
(Lumi formation). Crosses denote Z/E isomerization, yielding
tachysterol. ∆ denotes hydrogen transfer reaction to vitamin D and
∇ denotes toxisterol formation. * and ** indicate illustrative
trajectories shown in Figs. 8 and 9, respectively.

gies. The simulations are consistent with experimental find-
ings. Based on the atomistic picture obtained from the sim-
ulations, we are able to confirm the proposed conformational
control of the wavelength dependence.

Regarding Tachy formation, the simulations provide fur-
ther evidence for the Hula-twist mechanism, which has been
proposed to explain spectroscopic experiments in a solid ma-
trix144.

6.5 Cyclobutene photochemistry

Another prototype photoinduced electrocyclic reaction is the
the 2+2 ring-opening of cyclobutene. According to the
Woodward-Hoffman (WH) rules the photochemical ring-
opening follows a disrotatory pathway. For example, for the
rigid cyclobutene derivative, 7,8-dimethylbicyclo[4.2.0]oct-
1(6)ene (1), the allowed products of the cis isomer are E,E-
2 and Z,Z-2, whereas the only allowed product of trans-1 is
E,Z-2 (Fig. 10). However, for most cyclobutene derivatives
a large amount of the photochemically forbidden stereoiso-
mer145–147 is observed. Different explanations of this finding
have been proposed, including isomerization in the hot ground
state, but subsequently ruled out by experiment148. Elec-
tronic structure calculations suggest the existence of a num-
ber of highly twisted geometries close to the C2 symmetric
S1 minimum structure, allowing the formation of the photo-
chemically forbidden product149,150. Furthermore, it has been
argued that through an adiabatic ring-opening an excited WH-

Fig. 8 Illustrative trajectory for the reaction Pre→ Lumi. Potential
energies are shown as a function of time (black: S0, green: S1, and
blue: S2). Red dots indicate the electronic state which is currently
populated. Molecular structures a, b, and c are shown for time 0, at
the surface hop, and after relaxation to S0, respectively. At t = 0
(structure a) Pre exhibits dihedral angles φ1 = 53◦ and φ2 = 94◦

(denoted with ∗ in Fig. 7).

Fig. 9 Illustrative trajectory for the reaction Pre→ Pro. See Fig. 8
for details. At t = 0 (structure a) Pre exhibits dihedral angles
φ1 = 7◦ and φ2 =−80◦ (denoted with ∗∗ in Fig. 7).

allowed product could be formed, which then partially iso-
merizes to the forbidden product151. Fuss et al.152 suggest
that a dynamic effect, i.e., an anti-WH momentum that arises
from an initial conrotatory twist of the C-C double bond in the
Franck-Condon region, is responsible for the formation of the
non-WH product. Since the TDDFT-FSSH approach intrinsi-
cally takes into account these effects, we applied the method
to investigate these phenomena. To assess the stereochemistry,
we simulated 120 FSSH trajectories of each, cis-1 and trans-1.
Starting structures were taken from a Boltzmann ensemble at
300K and each FSSH trajectory was simulated for 2 ns. Cis-1
and trans-1 decay with time constants of 223 and 159 fs, re-
spectively. In both cases, cis-1 and trans-1, our gas-phase sim-
ulations predict the major reaction product that has been found
experimentally in solution146 (Fig. 10). However, in the case
of trans-1, our calculations suggest the formation of the Z,Z-2
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conformer as the anti-WH product, while only the E,E-2 con-
former is detected experimentally. Furthermore, a number of
side products are found in our simulations (Fig. 11), which
have not been reported in the experimental study146. This dis-
crepancy could in part be due to the absence of a solvent in
our simulations and warrants further study.

Fig. 10 Calculated quantum yields of the major photoreaction
products of cis-1 and trans-1. Experimental quantum yields146 in
solution are shown in parentheses if available.

Fig. 11 Calculated quantum yields of the minor photoreaction
products of cis-1.

7 Conclusion and outlook

NAMD simulations based on TDDFT-FSSH provide detailed
mechanistic insight into photochemical processes. For the
systems studied here, experimental quantum yields, branch-
ing ratios, and excited state lifetimes are qualitatively repro-
duced with few exceptions. This is very encouraging in view
of the size and complexity of these systems. We find that
hybrid exchange is crucial for a correct ordering of excited
states and thus realistic NAMD. This is consistent with bench-
mark studies37,38 showing that hybrid functionals clearly out-
perform nonhybrid functionals for excitation energies. With
the present TURBOMOLE implementation, total simulation
times of 0.2 to 0.5 ns are feasible for systems with approxi-
mately 50 atoms using hybrid TDDFT and polarized double-
zeta basis sets. The possibility to efficiently include exact
exchange constitutes the crucial advantage of local-basis-set
of TDDFT-FSSH compared to plane-wave implementations.
We expect that NAMD simulations using TDDFT-FSSH will
prove extremely valuable for the interpretation of pump-probe
experiments and will become a routine tool for mechanistic
studies in photochemistry. That said, there is ample room for
future improvements. First, further benchmarks using both
theoretical and experimental reference data are highly desir-
able to quantify the effect of the various approximations made

in TDDFT-FSSH. Second, deficiencies of present day adia-
batic TDDFT methods should be quantified and addressed,
such as self-interaction error153, the failure to accurately de-
scribe long-range charge-transfer excitations154, the break-
down for conical intersections155 with the ground state, and
the effects of higher excitations156. Third, limitations of
FSSH need to be explored further, e.g., by including decoher-
ence. Fourth, the computational efficiency of TDDFT-FSSH
can and should be improved by specialized algorithms and by
taking advantage of modern parallel architectures. Work along
these lines is in progress.
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2008, 349, 319.
108 O. V. Prezhdo, J. Chem. Phys., 1999, 111, 8366.
109 C. Zhu, S. Nangia, A. W. Jasper and D. G. Truhlar, J. Chem. Phys., 2004,

121, 7658.
110 J. Bedard-Hearn, R. E. Larsen and B. J. Schwartz, J. Chem. Phys., 2005,

123, 234106.
111 A. W. Jasper, S. Nangia, C. Zhu and D. G. Truhlar, Acc. Chem. Res.,

2006, 39, 101.
112 J. E. Subotnik and N. Shenvi, J. Chem. Phys., 2011, 134, 024105.
113 TURBOMOLE V6.4, TURBOMOLE GmbH, Karlsruhe, 2011; available

from
http://www.turbomole.com.
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